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Introduction

In Latin America, Artificial Intelligence (AI) has been promoted with a narrative centered around 
economic and social development. However, the lack of a structured dialogue between state 
entities and civil society organizations paints a complex map of ethical, methodological, and 
even epistemological concerns related to AI regulation in the region’s countries.

At this critical juncture, the AlSur consortium, comprised of 11 civil society organizations and 
academic institutions1 from Latin America that aim to strengthen human rights in the region’s 
digital environment, presents the regulatory scenarios in Brazil, Peru, Colombia, and Mexico. As 
a starting point, we observe a legislative reactivity without a comprehensive legal framework, 
as well as a lack of understanding of the material reality and the particular needs of each coun-
try. Regulation is not just a technical issue; it involves a series of social and legislative practices 
that impact people’s lives.

In Brazil, the influence of international legislation initially led to the inclusion of a chapter on 
“The Guarantee of the Rights of People Affected by Artificial Intelligence Systems.” Later, due to 
executive action, this was transformed into a vague chapter on “The Protection of the Human 
Species and Data Protection.” This is an example of how regulations are adapted to the needs 
of techno-solutionist projects and interests that seem to overshadow the relationship between 
AI and human rights, rather than establishing limits and guarantees for the people affected by 
its use and implementation.

In cases like Peru, Mexico, and Colombia, there is no effective participation of civil society in 
the construction of AI legal frameworks, leading to constant distrust regarding the guarantee 
of human rights. For example, where do the contexts of mass surveillance and algorithmic rac-
ism fit in? Why aren’t specific cases in which AI affects the guarantee of rights regulated, while 
broad spectrums of risks are regulated instead?

In the case of Peru, various institutions have been created to promote the ethical use of tech-
nologies, including Artificial Intelligence, but the analysis of risks related to the use of AI and 
how the state should address them has been overlooked. Moreover, effective participation of 
civil society has been relegated to a marginal space in the legislative initiatives.

In Colombia, although there are ethical frameworks, regulatory mechanisms, and “the roadmap 
to ensure the ethical and sustainable adoption of artificial intelligence,” there is no dialogue 
between existing regulations, such as the personal data protection law or copyright legislation. 
Additionally, specific cases of rights violations, such as systems used to classify potential ben-
eficiaries of social programs, are ignored. In this sense, there is a constant concern about the 
lack of guarantee of immediate rights.

1	 Asociación por los Derechos Civiles - ADC (Argentina), Centro de Estudios en Libertad de Expresión y Acceso a la 
Información - CELE (Argentina), Coding Rights (Brasil), Derechos Digitales (América Latina), Fundación Karisma 
(Colombia), Hiperderecho (Perú), Instituto Brasileiro de Defesa do Consumidor - IDEC (Brasil), Instituto Panameño de 
Derecho y Nuevas Tecnologías - IPANDETEC (Panamá), InternetLab (Brasil), Red en Defensa de los Derechos Digitales 

- R3D (México), TEDIC (Paraguay).
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Similarly, Mexico has a generic AI regulation that also seeks to replicate the risk model of the 
European Union’s “Artificial Intelligence Act.” This poses a risk to human rights as it focuses on 
risks that do not yet exist and diverts attention from specific issues like mass biometric surveil-
lance under the guise of “national security.”

Similar to Colombia, an effective framework for regulating automated systems or artificial in-
telligence must be based on an analysis of the legal framework that already indirectly regulates 
this technology. For example, no analysis has been conducted on how artificial intelligence is 
already partially regulated by privacy legislation, personal data protection, procedures, consum-
er protection, economic competition, intellectual property, and copyright.

One of the main concerns is to reconcile a risk-based approach with a rights-based regulatory 
model that shifts the focus from regulating machines to protecting people, who are affected, 
impacted, and classified by these systems.

While global AI legislation is developed in a context of competition and dispute among com-
panies from a few countries, civil society is not a passive observer. For instance, in Brazil, the 
actions of civil society organizations against algorithmic racism mark an alternative course of 
action to legislative initiatives.

In addition to exploring the different forms of AI regulation in Mexico, Brazil, Peru, and Colombia, 
the texts presented here highlight several common themes. These include the need to use ex-
isting legal frameworks, avoid copying regulatory models that are foreign to the local context, 
and develop participatory and rights-guaranteeing processes for this regulation. AI can pro-
foundly affect social and political relationships that already disadvantage people based on their 
origin, gender, race, and economic resources. The widespread adoption of AI requires debates 
and regulations that are tailored to the risks associated with that adoption.

This publication has been prepared by the AlSur organizations Derechos Digitales, Fundación 
Karisma, IDEC, Coding Rights, Hiperderecho, and R3D as part of a reflection and internal ex-
changes within our consortium. We understand that this is just a starting point and that the 
regulatory race concerning AI still has a long way to go. Our primary interest is to provide a 
critical analysis from our perspective that can be utilized by decision-makers, civil society orga-
nizations, and activists so that debates around AI are based on human rights and the specific 
needs of the countries in our region.
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A brief state of the art of AI 
regulation in Colombia
Prepared by Fundación Karisma

When the term big data was slowly falling out of use, the Colombian government was already 
boasting about the advanced position the country would soon occupy in the field of Artificial 
Intelligence (AI). Since then, Colombia has highlighted its position in OECD measurements, ac-
cording to which we have more AI initiatives than any other country in Latin America. Both the 
government of former President Ivan Duque and the current one of President Gustavo Petro 
have made grand announcements regarding AI.

Despite the indexes and measurements, progress on this issue seems to be only partially ful-
filled. In terms of regulation, one of the most important fronts for the responsible and sustain-
able development of this sector, we are still quite behind. So far, Colombia has only formulated 
ethical frameworks and mechanisms that are mostly non-binding, documents that allow the 
government to demonstrate progress, without specific regulations being implemented.

 From these regulatory initiatives, the most important exponents are the CONPES document2 
number 3975 (drafted in 2019) which formulates the “national policy for digital transforma-
tion and artificial intelligence” and serves as the basis for other developments, the Ethical 
Framework for Artificial Intelligence in Colombia (October 2021), the Recommendations for 
the development and strengthening of AI in Colombia within the framework of the expert mis-
sion on AI for Colombia (July 2022), and, in terms of data governance and infrastructure, the 
National Data Infrastructure Plan (December 2021).

In addition to these, there are several other documents, many of which never progressed be-
yond the draft stage, such as the Conceptual Model for the Design of Regulatory Sandboxes 
and Beaches in AI (August 2020), and some freshly released ones like the Roadmap to Ensure 
Ethical and Sustainable Adoption of Artificial Intelligence in Colombia (February 2024) elabo-
rated by the Ministry of Sciences, which proposes five critical focuses for AI adoption (Ethics 
and governance; Education, research and innovation; Innovative and emerging industries; Data 
and organizations; and Privacy, cybersecurity, and defense), and the National Digital Strategy 
2023-2026 (February 2024) jointly constructed by the Presidency of the Republic, the National 
Planning Department (DNP), and the Ministry of Information and Communication Technologies 
(MinTIC), which aims to “generate opportunities for leveraging, implementing, and democratiz-
ing Artificial Intelligence and other emerging digital technologies to create economic and social 
value, taking ethical principles, risk management of these technologies, and the protection of 
human rights as a reference”. Finally, a new CONPES is being prepared, the first draft of which 
is available for comments.

These documents are not sufficient to guarantee that the adoption and development of Artificial 
Intelligence technologies in Colombia is aligned with human rights. Moreover, they have been 
drafted without full guarantees of citizen participation. Therefore, they do not reflect the regu-
latory needs of the different sectors where this technology is beginning to be deployed. 

2	 In Colombia, the CONPES (National Council for Economic and Social Policy or Consejo Nacional de Política Económica 
y Social in Spanish) is the highest authority for national planning, and therefore the documents it produces set the 
roadmap for public policies issued by the executive branch.

https://oecd.ai/en/dashboards/overview?selectedTab=countries
https://oecd.ai/en/dashboards/overview?selectedTab=countries
https://www.elnuevosiglo.com.co/nacion/queremos-ser-referentes-en-inteligencia-artificial-duque
https://www.radionacional.co/actualidad/tecnologia/gobierno-prepara-plan-para-estar-la-vanguardia-de-la-ia
https://colaboracion.dnp.gov.co/CDT/Conpes/Econ%C3%B3micos/3975.pdf
https://inteligenciaartificial.gov.co/static/img/MARCO_ETICO.pdf
https://inteligenciaartificial.gov.co/static/img/MARCO_ETICO.pdf
https://inteligenciaartificial.gov.co/static/img/Recomendaciones Mision de Expertos.pdf
https://inteligenciaartificial.gov.co/static/img/Recomendaciones Mision de Expertos.pdf
https://inteligenciaartificial.gov.co/static/img/Recomendaciones Mision de Expertos.pdf
https://www.mintic.gov.co/portal/715/articles-198952_anexo_1_pnid_documento_tecnico_hoja_ruta.pdf
https://inteligenciaartificial.gov.co/politicas_y_publicaciones/
https://dapre.presidencia.gov.co/AtencionCiudadana/DocumentosConsulta/consulta-200820-MODELO-CONCEPTUAL-DISENO-REGULATORY-SANDBOXES-BEACHES-IA.pdf
https://dapre.presidencia.gov.co/AtencionCiudadana/DocumentosConsulta/consulta-200820-MODELO-CONCEPTUAL-DISENO-REGULATORY-SANDBOXES-BEACHES-IA.pdf
https://inteligenciaartificial.minciencias.gov.co/
https://inteligenciaartificial.minciencias.gov.co/
https://www.mintic.gov.co/portal/715/articles-334120_recurso_1.pdf
https://www.mintic.gov.co/portal/715/articles-334120_recurso_1.pdf
https://web.karisma.org.co/inteligencia-artificial-y-su-regulacion-en-colombia-y-que-hay-de-la-participacion-ciudadana/
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For its part, draft laws, which would be the democratic mechanism to guarantee a more incisive 
and efficient regulation in this field, are also abundant in number, but insufficient in quality.

By the beginning of 2024, at least five initiatives were underway in Congress: 

1.	 Senate Bill 059 of 2023: "Establishing guidelines for public policy for the development, use, 
and implementation of Artificial Intelligence and other provisions”), a project that has already 
been presented and rejected multiple times.

2.	 House Bill 200 of 2023: “Defining and regulating artificial intelligence, establishing limits on 
its development, use, and implementation, and other provisions”.

3.	 Senate Bill 091 of 2023: “Establishing the duty of information for the responsible use of 
artificial intelligence in Colombia and other provisions”).

4.	 Senate Bill 130 of 2023: “Creating the harmonization of artificial intelligence with the right 
to work of individuals”.

5.	 Senate Bill 109 of 2023: “Regulating the hiring of persons and contributions to social secu-
rity on digital platforms and other provisions”.

This count does not include mentions of artificial intelligence systems in other legislative proj-
ects such as health reform or labor reform, among other legislative initiatives that may mention 
these technologies, complicating the regulatory landscape.

However, and although the regulatory path is indispensable as a mechanism to guarantee 
rights, all these projects share a series of fundamental flaws that make them insufficient. Firstly, 
they seek to regulate a precariously defined set of technologies; several of them rely on basic 
dictionary definitions of AI, which are too imprecise and non-technical to draw adequate or 
practical legal boundaries.

Secondly, and because of the above, most of the projects aim to regulate at the same time a 
very dissimilar group of technologies and applications, ranging from generative AI to automat-
ed decision systems in the hands of the State or algorithmic recommendation systems typical 
of social networks. By combining such a broad group of technologies in a single framework, it 
will not be possible to find a sufficiently precise standard to have real effects or be effective in 
guaranteeing fundamental rights.

Thirdly, in some cases, the projects seem more concerned with “end-of-the-world” scenarios 
than with the problems we have already identified as a result of the implementation of AI 
systems in the Colombian State, such as the systems for classifying potential beneficiaries of 
social programs (Sisbén / Social Household Registry / Unique Income Registry) that produce 
opacity and exclusion in the distribution of subsidies and programs in the country, or the lack 
of flexibility in copyright law that means our legislation does not authorize the use of modern 
research methodologies, including text and data mining and machine learning.  

Furthermore, the projects do not adequately articulate their texts with regulations and laws 
already in force, such as the law on personal data protection or copyright legislation.

https://leyes.senado.gov.co/proyectos/images/documentos/Textos Radicados/proyectos de ley/2023 - 2024/PL 059-23 Inteligencia artificial.pdf
https://www.camara.gov.co/inteligencia-artificial-1
https://leyes.senado.gov.co/proyectos/images/documentos/Textos Radicados/proyectos de ley/2023 - 2024/PL 091-23 Inteligencia Artificial.pdf
https://leyes.senado.gov.co/proyectos/index.php/textos-radicados-senado/p-ley-2023-2024/3035-proyecto-de-ley-130-de-2023
https://leyes.senado.gov.co/proyectos/images/documentos/Textos Radicados/proyectos de ley/2023 - 2024/PL 109-23 Contratacion Plataformas Digitales.pdf
https://www.gigapp.org/ewp/index.php/GIGAPP-EWP/article/view/329
https://www.gigapp.org/ewp/index.php/GIGAPP-EWP/article/view/329
https://web.karisma.org.co/wp-content/uploads/2023/03/Informe_Politicas_Inteligencia_Artificial_DDHH_LATAM.pdf
https://web.karisma.org.co/wp-content/uploads/2023/03/Informe_Politicas_Inteligencia_Artificial_DDHH_LATAM.pdf
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Finally, in most cases, the norms are copies of regulations from the Global North (mainly from 
the European Union) and disregard the material reality and regulatory needs specific to our 
context and Colombia’s place in the AI production chain; none of them mentions, for example, 
the precarious work of content taggers or takes into account the need to set limits on systems 
like the recommendation algorithms of social networks developed in the Global North that can 
contribute to the spread of fake news or the invisibility of locally produced cultural content.

Meanwhile, on the international front, progress is being made at different rates, and –as is of-
ten the case– the concerns of the Global South are overshadowed by the priorities of Northern 
countries. This is evident in discussions held in spaces such as the United Nations Global Digital 
Compact, the Policy Network on Artificial Intelligence of the Internet Governance Forum (PNAI 

- IGF), UNESCO, or the Committee on Artificial Intelligence (CAI) of the Council of Europe, 
among others3, where the agenda primarily responds to the needs of those who produce AI 
tools, rather than those who consume them. Recently, Colombia was selected by UNESCO, 
along with 17 other countries, to be part of the early implementation of recommendations on 
AI ethics. Hopefully, this space, which has previously been closed to the participation of civil 
society organizations, will become a true platform for raising these concerns.

To discuss AI regulation in Colombia it is convenient to fragment the question of regulation 
into specific problems that contribute to the immediate guarantee of rights. Such as prohib-
iting facial recognition for security purposes, guaranteeing algorithmic transparency in State 
systems, regulating home delivery platforms based on the welfare of delivery workers, among 
others already identified by civil society organizations. All this, with the aim of mitigating risks 
and negative consequences in people’s daily lives through an articulated regulatory framework 
that addresses current situations rather than dystopian futures.

3	 To learn about other international forums discussing AI regulation, you can consult this mapping prepared by the UK-
based organization Global Partner Digital in collaboration with a broad network of civil society organizations, including 
Karisma. https://www.gp-digital.org/navigating-the-global-ai-governance-landscape/ 	

https://www.alsur.lat/blog/contribucion-alsur-al-global-digital-compact
https://www.alsur.lat/blog/contribucion-alsur-al-global-digital-compact
https://intgovforum.org/en/content/pnai-report
https://www.gp-digital.org/navigating-the-global-ai-governance-landscape/
https://petro.presidencia.gov.co/prensa/Paginas/La-UNESCO-elige-a-Colombia-para-implementar-la-recomendacion-sobre-la-etica-240202.aspx
https://www.elespectador.com/opinion/columnistas/carolina-botero-cabrera/las-deficiencias-de-las-politicas-de-inteligencia-artificial/
https://www.elespectador.com/opinion/columnistas/carolina-botero-cabrera/las-deficiencias-de-las-politicas-de-inteligencia-artificial/
https://www.gp-digital.org/navigating-the-global-ai-governance-landscape/
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An approach to legislation and 
initiatives for the regulation of 
artificial intelligence in Mexico
Prepared by Red de Defensa de Derechos Digitales (R3D)

The Mexican Congress has shown interest in the regulation, in general, of “artificial intelligence.” 
The approach to this topic has been very generic, in the sense that all automated decision-mak-
ing systems continue to be encompassed within the umbrella term of AI.

a.	 Creation of the ANIA

This has led to the creation of the National Alliance of Artificial Intelligence (or Alianza Nacional 
de Inteligencia Artificial in Spanish). Congress decided to establish an interdisciplinary working 
group to discuss various issues regarding AI governance. This effort is driven by UNESCO and 
is part of pilot programs for the implementation of principles of artificial intelligence ethics.

This Alliance has held thematic online sessions with the aim of conducting a diagnostic study of 
the current state of public policies on automated systems. So far, there has been no in-person 
meeting or working document to record the results of these discussions.

b.	 Alternative Dispute Resolution Mechanisms (ADRs)

On January 26, 2024, the new General Law of Alternative Dispute Resolution Mechanisms was 
published in the Official Gazette of the Federation. This law generally regulates all forms of le-
gal conflict resolution except litigation, for example, arbitration or conciliation. Within this law, 
there is a chapter on online dispute resolution that includes definitions of automated systems 
and algorithmic transparency.

The definition of automated systems4 in the law consists of an umbrella term to encompass all 
types of “artificial intelligence.” This includes machine learning systems, any type of data pro-
cessing system, natural language processing, algorithms, and artificial neural networks.

However, there is a first approach to the concept of algorithmic transparency. The legislation 
defines this concept as the set of practices for the algorithms used by these automated sys-
tems to be visible, understandable, and auditable. Algorithmic transparency must be accom-
panied by an independent authority that can assess and supervise the use of these systems. 
Nevertheless, it is a good start to improve regulation in the future.

The risk is that there may be automated decision-making systems that fall within these process-
es. This can affect the equality between the parties to such processes. The procedural equality 
of the parties is at risk if the regulation does not establish with more granularity the transpar-
ency standards of automated systems. Therefore, one party to the process may have more 
knowledge about the system being used to resolve the dispute than its counterpart. However, 

4	 Automated Systems. Computer programs designed to perform tasks that require artificial intelligence and that use 
techniques such as machine learning, data processing, natural language processing, algorithms, and artificial neural 
networks, which for the purposes of this Law focus on Online Dispute Resolution.

https://www.ania.org.mx/consejodeexpertosania
https://www.ania.org.mx/consejodeexpertosania
https://dof.gob.mx/nota_detalle.php?codigo=5715307&fecha=26/01/2024#gsc.tab=0
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the level of harm to this principle is more limited since both parties must accept the conditions 
of such systems to proceed with ADR.

c.	 Artificial Intelligence Regulation Initiative

Senator Ricardo Monreal presented an initiative aimed at regulating the use of artificial intelli-
gence in Mexico. This initiative sought to replicate the controversial risk model of the “Artificial 
Intelligence Act” of the European Union and validate the use of intrusive automated systems 
by public authorities that endanger human rights.

The main issues with this initiative are:

	● The definition of artificial intelligence is too broad. It could include anything from a simple 
text processing program to a large-scale natural language processing system.

	● It uses the risk model for regulating automated systems. Risk models allow for broad excep-
tions to the protection of human rights.

	● Within the category of unacceptable risks, it includes the prohibition of systems that alter 
the behavior, consciousness, or “behavior of any person, in a way that causes, or is likely to 
cause, physical or psychological harm through the use of subliminal techniques that trans-
cend consciousness.” Such systems do not exist as such currently, and systems claiming to 
employ these techniques lack scientific backing.

	● It establishes exceptions for “national security” and “public interest” to the use of mass bio-
metric surveillance systems. This provision allows for indiscriminate state surveillance.

	● It allows for automated decision-making systems with discriminatory effects, such as those 
for admission to studies, credit scoring, and police prediction systems. The legislation only 
requires providers of these systems to establish a risk management system.

On March 1, Senator Ricardo Monreal decided to withdraw the initiative to improve the proposal.

d.	 What’s Next for Regulation in Mexico?

Mexico still has a long way to go in terms of regulating automated systems. However, lawmak-
ers started from a wrong starting point for two reasons. First, there is no regulation proposal 
that centrally establishes the protection of human rights. Risk models are not sufficient to pro-
tect people from the harms generated by AI. A human rights-centered model will help delineate 
each of the human rights obligations that must be met at each step of the AI lifecycle.

Secondly, an effective framework for regulating automated systems or artificial intelligence 
must start with a diagnosis of a legal framework that already indirectly regulates this technology. 
For example, there has not been a serious analysis of how artificial intelligence is already reg-
ulated to some extent by legislation on privacy, personal data protection, related to procedure, 
consumption, economic competition, intellectual property, and copyright.

	

https://www.eleconomista.com.mx/tecnologia/Ricardo-Monreal-presenta-iniciativa-para-regular-la-inteligencia-artificial-20240227-0055.html
https://www.eleconomista.com.mx/tecnologia/Ricardo-Monreal-retira-iniciativa-de-Inteligencia-Artificial-e-invita-a-mejorarla-20240301-0063.html
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Regulation of AI in Peru
Prepared by Hiperderecho

In the Peruvian context, the regulation of Artificial Intelligence (AI) focuses on aspects addressing 
both its promotion and its use in various spheres. Legislation related to AI is structured around 
four main pillars: consumer protection, regulation of digital governance, the use of AI in the fi-
nancial system, and its implementation in areas such as criminal prosecution and administration 
of justice. These aspects are framed within Law No. 31814, dated July 5, 2023, which establishes 
guidelines to promote the use of AI for the economic and social progress of the country.

Law 31814, the Law promoting the use of Artificial Intelligence for the economic and social 
development of the country, is the main regulation in Peru on the subject. This law establishes 
a series of principles for the development and use of artificial intelligence, including security 
standards based on risks, a plurality approach, internet governance, digital society, ethical de-
velopment, and respect for citizens’ privacy.

The regulation also provides for the creation of a National Authority, headed by the Presidency 
of the Council of Ministers through the Secretariat of Government and Digital Transformation, 
responsible for directing and supervising the use and development of artificial intelligence in 
the country. This authority aims to promote the training of professionals skilled in the use of ar-
tificial intelligence, strengthen digital infrastructure, promote the adoption of ethical guidelines, 
and create a national and international collaboration ecosystem in this area.

While the regulation provides for minimum principles for the development of AI, these are in-
sufficient as the law itself does not address possible risks related to the use of AI and how the 
State should address them. On the contrary, it uncritically promotes the use of this technology. 
Similarly, while it provides for a principle of plurality of participants, its discussion and approval 
were far from it.

a.	 Consumer Protection

In the field of consumer protection, two main laws in Peru stand out that address the interac-
tion between consumers and Artificial Intelligence (AI) systems. Law No. 31606 recognizes the 
consumer’s right to personalized attention in situations where automated or AI-based services 
are employed; and, on the other hand, Law No. 31537 establishes specific provisions for con-
tracts made through AI systems.

Under Law No. 31601, the consumer is recognized the right to opt for personal attention in 
case the provider offers any public service based on, among others, Artificial Intelligence. On 
the other hand, Law No. 31537 assigns the burden of proof to the provider in cases where the 
proper provision of information to the consumer and the acceptance of the terms offered are 
questioned. It is essential to highlight that both regulations were approved by Congress through 
a parliamentary process. This process, while ensuring a minimum level of dialogue and partic-
ipation from all the benches and political forces represented in Congress, did not involve civil 
society participation at any stage. At most, Law No. 31537 had opinions from business guilds.
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b.	 Digital Governance

In the field of digital governance in Peru, the Emergency Decree No. 007-2020 stands out, which 
approves the Digital Trust Framework. This decree, in its Article 12.2, establishes the responsibility 
of both public sector entities and the private sector in promoting and ensuring the ethical use 
of digital technologies, including Artificial Intelligence. It is worth noting that this decree, which 
has the force of law, was unilaterally issued by the Executive Branch through exceptional pow-
ers provided for in the Constitution, without initial parliamentary intervention. Although it was 
subsequently subjected to review by Congress, its initial issuance was exclusive to the executive.

In the regulatory field, it is worth noting Supreme Decree No. 157-2021-PCM, which regulates the 
National Digital Transformation System, establishing the National Center for Digital Innovation 
and Artificial Intelligence as an instrument to strengthen digital trust in the country. This cen-
ter is responsible for promoting actions for the deployment and use of emerging technologies, 
with particular attention to Artificial Intelligence, with the aim of strengthening security and dig-
ital trust in Peru. Likewise, the regulation includes national strategies for digital transformation, 
among which the development of initiatives in the field of Artificial Intelligence stands out.

Also noteworthy is Supreme Decree No. 029-2021-PCM, regulation of the Legislative Decree 
approving the Digital Government Law. This decree defines in its glossary the concept of 
Artificial Intelligence as follows: “It refers to systems that exhibit intelligent behavior, which 
based on the analysis of their environment make decisions, with some degree of autonomy, to 
achieve specific goals.”

Finally, Administrative Resolution No. 003-2019-PCM-SEGDI establishes the creation of the 
Government and Digital Transformation Laboratory of the State. Its mission is to promote the 
ethical use of emerging technologies, including Artificial Intelligence, ensuring data protection 
and privacy in the digital environment.

It is essential to highlight that these regulatory norms, being issued unilaterally by the executive 
power, are characterized by a lack of a formal process of discussion and participation during 
their drafting and approval. This implies that their elaboration and promulgation are not sub-
ject to parliamentary scrutiny or an open debate involving various political forces and relevant 
sectors.

c.	 Artificial Intelligence in the Financial System

The Risk Management Model Regulation, promulgated by SBS Resolution No. 00053-2023, 
constitutes the regulatory framework for the supervision and regulation of models used in 
the management of financial and operational risks in Peruvian financial and banking entities. 
Regarding Artificial Intelligence, Article 16.2 of this regulation specifically addresses its applica-
tion in the construction and evaluation of models, outlining guidelines to ensure their integrity 
and effectiveness.

One of the key guidelines established in Article 16.2 is the conducting of tests and analysis to 
assess the interpretability of the model. This measure emphasizes the importance of under-
standing the decision-making process and the results generated by the model, fundamental 
aspects to ensure transparency and reliability in its operation.
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The regulation also requires the optimization of hyperparameters as part of the model’s learn-
ing process. It also highlights the need to carry out cross-validations or other techniques to 
prevent model overfitting problems.

It is worth noting that these are specific regulations issued by a constitutionally autonomous 
body with the competencies to regulate financial and banking matters. In this case, participa-
tion in its drafting process is minimal. However, it is important to highlight that there is a risk-
based approach when regulating artificial intelligence.

d.	 Criminal Prosecution and Administration of Justice

In the context of criminal prosecution and administration of justice in Peru, regulations such as 
Legislative Decree No. 1611, which approves special measures for the prevention and investiga-
tion of the crime of extortion and related crimes, stand out. Article 7 addresses issues related to 
the identification and location of alleged authors and participants in these crimes and establish-
es that this process can be carried out using various expert and technological methods, including 
the application of artificial intelligence, as one more tool in crime investigation and prosecution.

As we know, the use of artificial intelligence algorithms for the identification and prosecution 
of alleged criminals raises concerns about the accuracy and impartiality of the results. There is 
a risk that these systems may be biased or based on incomplete or incorrect data, which could 
lead to unfair or discriminatory decisions.

On the other hand, within the judicial system, the approval and implementation of the “Artificial 
Intelligence Laboratory of the Superior Court of Justice of Lima” stands out, as provided in 
Administrative Resolution No. 000620-2023-P-CSJLI-PJ. This regulation is based on the 
Framework Law for the Modernization of State Management, Law No. 31814 promoting the 
use of artificial intelligence, as well as in the legal framework of digital governance established 
by Legislative Decree No. 1412. Regarding the Laboratory itself, it is specified that its task is 
to research and apply artificial intelligence to improve jurisdictional services, analyze judicial 
processes, train personnel, and centralize innovation initiatives in this area.

It is important to highlight that Legislative Decree No. 1611 is a law issued by the Government 
under delegation of legislative powers, so participation has been minimal in this case. Similarly, 
the regulation of the Judicial Power (specifically of the Superior Court of Justice of Lima), since it 
was issued by an administrative body of the Judicial Power, participation has also been minimal.
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e.	 Conclusions

	● It is important to note that, of the regulations analyzed, no space has been identified that has 
influenced the drafting of the regulations, nor have there been attempts to adopt standards.

	● During the formulation of the analyzed regulations, none of the laws with legislative au-
thority (be it an actual Law or Legislative Decree) involved the participation of civil society. 
Nonetheless, in regulatory and digital governance regulations, there are some opportunities 
for involvement from specialists or civil society. This is primarily attributed to the policy set 
forth by the leadership of the Secretariat of Transformation and Digital Government.

	● The discussion in Peru, on this matter, is being led by the Secretariat of Government and 
Digital Transformation and by Congress. However, these two entities have little dialogue 
between them.

	● The regulatory approach is to promote the use of Artificial Intelligence with little critical 
perspective. However, in banking and finance, there is a risk-based approach.

	● Peruvian regulatory momentum in this area responds, more than anything, to a vision of 
providing immediate responses by Peruvian lawmakers. In this sense, the promotion and 
approval of regulations are subject to the respective political interest and momentum.
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Artificial Intelligence in Brazil:  
2023 Retrospective and What’s to Come
Prepared by Coding Rights and IDEC

In Brazil, which will host the G20 in November 2024, the debate for a comprehensive law 
addressing Artificial Intelligence systems has been ongoing for years. Throughout 2023, 
Bill 2338/2023, authored by Senator Rodrigo Pacheco (PSD-MG), was the focus of our dis-
cussion. The text was based on the proposal resulting from the work of the Senate Federal 
Committee of Legal Experts on Artificial Intelligence (or Comissão de Juristas do Senado Federal 
in Portuguese, the CJSUBIA), established temporarily in 2022 with the mission of establishing 
principles, rules, guidelines, and foundations to regulate the development and application of 
artificial intelligence in Brazil. Its ultimate goal was to draft a substitute text that would guide 
the consideration of previous bills on the subject: Bill No. 5,051 of 2019, No. 21 of 2020, and 
No. 872 of 2021.

After a series of panels and a public consultation, in which Coding Rights and IDEC participat-
ed, CJSUBIA concluded its work in December 2022, delivering a draft that attempted to be 
based on three pillars: guaranteeing rights to people affected by artificial intelligence systems 
(Chapter II); categorizing system risks (Chapter III); and governance of AI systems (Chapter IV). 
The draft’s explanatory memorandum, unlike the European text, focuses on rights terminology, 
emphasizing that such provisions also foster a legal environment for innovation and techno-
logical development. As it highlights: “this bill substitution starts from the premise that there is 
no trade-off – a mutually exclusive choice – between the protection of fundamental rights and 
freedoms, the valuation of work, and human dignity in the face of economic order and the cre-
ation of new value chains.” Labor laws and consumer protection laws are mentioned as other 
laws facing the same type of challenge. The draft also highlights that its normative objective is 
to “conciliate a risk-based approach with a rights-based regulatory modeling.” There is, there-
fore, also a risk approach, but mainly to account for the type of liability model of the supplier 
or operator of the system, i.e., to safeguard rights protection. Thus, in Article 1 of the draft, we 
have: “This Law establishes general norms of a national character for the development, imple-
mentation, and responsible use of artificial intelligence (AI) systems in Brazil, with the aim of 
protecting fundamental rights and ensuring the implementation of secure and reliable systems, 
for the benefit of the human person, the democratic regime, and scientific and technological 
development.” And the second article also highlights several fundamental rights, in addition to 
environmental protection.

After establishing rights, similarly to the European provision, the draft established in Chapter 
III a risk categorization system, where it prohibits the implementation of AI systems that pose 
excessive risks, and lists high-risk systems, which will have obligations for impact assessment 
and distinct governance practices, highlighting that both lists can be updated according to some 
criteria also determined in the text, to be interpreted by a competent authority, to be created by 
the Executive to oversee the implementation of the law. The risk category also affects the liability 
regime of the supplier or operator of the system. Bill 2338/2023 departed from this draft without 
substantial changes, was introduced in May 2023, and has since been the subject of debate.

https://www25.senado.leg.br/web/atividade/materias/-/materia/157233
https://legis.senado.leg.br/comissoes/comissao?codcol=2504
https://codingrights.org/library-item/coding-rights-lanca-nota-tecnica-sobre-impactos-da-inteligencia-artificial-no-setor-publico-do-brasil/
https://legis.senado.leg.br/comissoes/txtmat?codmat=152136
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However, in August 2023, the Senate established another Temporary Committee, this time 
the Temporary Committee on Artificial Intelligence (CTIA), chaired by Senator Carlos Viana 
(PODEMOS-MG), to jointly examine Bills No. 5,051 and No. 5,691, of 2019; No. 21, of 2020; No. 
872, of 2021; and No. 2,338 and No. 3,592, of 2023. Senator Eduardo Gomes (PL-TO) was ap-
pointed rapporteur. Since then, the CTIA has held a series of public hearings. On November 28, 
the vice-president of the CTIA, Senator astronaut Marcos Pontes (PL-SP), presented a highly 
controversial substitute amendment that disregards the extensive work of the jurist commis-
sion. The proposal removes the entire Chapter II, referring to how to interpret and apply fun-
damental rights in the development of AI systems. This chapter is replaced by vague provisions 
under a title that aligns with those who advocate vague theories of future existential risk, to 
the detriment of addressing present issues: “Principles for the protection of the human species 
and personal data.” The text also introduces a risk scoring system that has been heavily criti-
cized as confusing and unworkable, and it does not address liability regimes. The amendment 
proposal also provides for the creation of a National Artificial Intelligence Council, whose com-
position does not include participation of civil society. In short, the text removes several highly 
grounded and justified provisions of PL2338/2023, which also relied on comparative legislation 
study, and instead presents a groundless legislative delusion. In addition to this amendment, 
on December 12, two others were presented aiming at Article 17 of PL2338/2023, which lists 
systems that represent high risk. One amendment requests that the competent authority can-
not update this list, which is a dissent, given the rapid pace of technological changes in this 
field. Another requests the removal of “credit scoring” systems from the list in Article 17, as we 
have evidenced the risks of this system since 2018. Another provision of the same amendment 
would classify biometric systems as high risk only if used by the government for criminal in-
vestigation and public security purposes, which also contradicts the provisions of the General 
Data Protection Law that consider biometric data as sensitive data.

Faced with the amendments presented in the context of the CTIA, we observe, therefore, a 
setback in the Brazilian legislative process compared to what had been achieved with the 
arduous work of the CJSUBIA. Still, the rapporteur of PL 2338, Eduardo Gomes, stated that, 
once approved, the legislation will likely have a one-year period to come into effect, which 
means that the country will continue without a comprehensive AI framework until 2025. 
Meanwhile, three phenomena occur in parallel:

a.	 The proliferation of AI Systems implemented in the public sector without regulation

In August 2022, as part of Coding Rights’ contribution to the public consultation of CJSUBIA, 
Coding Rights published a technical note showing that out of 45 federal public entities consult-
ed by October 2021 via the Access to Information Law, 23 declared using artificial intelligence 
systems for the development of their work and functions, including the implementation of 
public policies. All this without the existence of a comprehensive legal framework.

It is worth noting that while the legislature has not approved a comprehensive text, the 
Ministry of Science, Technology, and Innovation initiated the revision of the Brazilian Artificial 
Intelligence Strategy (EBIA) in December, which was launched in 2021. The revision process 
is expected to be completed by May 2024, and according to MCTI, its priorities include the 

“development of applications aimed at addressing problems in areas such as health, education, 

https://legis.senado.leg.br/comissoes/audiencias?codcol=2629
https://legis.senado.leg.br/sdleg-getter/documento?dm=9514745&ts=1701182931034&disposition=inline
https://legis.senado.leg.br/sdleg-getter/documento?dm=9514745&ts=1701182931034&disposition=inline
https://chupadados.codingrights.org/estao-te-stalkeando-para-te-dar-um-valor/
https://chupadados.codingrights.org/estao-te-stalkeando-para-te-dar-um-valor/
https://medium.com/codingrights/coding-rights-lan%C3%A7a-nota-t%C3%A9cnica-sobre-impactos-da-intelig%C3%AAncia-artificial-no-setor-p%C3%BAblico-do-47af1ea7de24
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agriculture, energy, and energy transition (...) with the aim of supporting the development of 
solutions to meet the demands and challenges of the public sector, with the perspective of 
modernizing and improving the services offered to citizens.” In other words, more AI projects 
in the public sector will be fostered, even without comprehensive legislation. MCTI is also re-
sponsible for the Artificial Intelligence Axis of the G20 Digital Economy Working Group.

b.	The proliferation of bills regarding specific uses of particular AI

Finally, it is also possible to observe that while a comprehensive law is not passed, in addition 
to the aforementioned bills and amendments, bills aimed at specific uses of certain types of 
artificial intelligence according to questionable use cases that come to light. This was the case 
with the scandal of deep fakes produced by undergraduate students depicting peers in nude 
scenes, as well as the case of advertising that reproduced a synthetic media version of singer 
Elis Regina through AI, and likely, with cases of deep fakes of famous people reproduced in fake 
ads, we will also see more specific bills on the subject being presented. In 2023 alone, we can 
list at least 25 projects of this type presented at the federal level in the Chamber and Senate 
(the list is available below, in Annex I).

For 2024, it is worth noting how these specific legislations, focused on certain types of AI 
applied in illicit contexts, often already predefined by law, are approved and implemented. It is 
also important to note how they would interact with more comprehensive legislation on AI. We 
hope that in this case, the risk table of the astronaut senator does not prevail, but rather the 
wisdom learned from the series of hearings, lectures, and public consultations conducted by 
the Commission of jurists. Furthermore, we aim for regulation that also considers contributions 
such as those received during the public hearings of the CTIA, such as that of indigenous leader 
Time’i Awaete, president of the Janeraka Institute, who seeks to understand how new tech-
nologies developed by non-indigenous people affect and threaten his Awaete people. During 
his speech, he reported problems such as deforestation, water pollution, and other rights vi-
olations faced by the community in the Xingu territory, near Altamira, Pará, and emphasized:

“When we talk about AI, it is important that this is not just another tool that 
accumulates and accumulates, killing land to extract gold, to have more technol-
ogy, killing people, killing the forest and the animals, and the planet too and life. 
I, as a shaman, and others from the village, have already received the warning. 
We also have intelligence. We just need to perceive what will really come out as 
positive for us, so that it is not just another tool that will monitor and colonize 
us. When there is an invasion in our territory, to extract the gold that is there 
underground, to deforest the forest, our spirituality is also connected to this 
technology. If we take, take, take, we will have a spiritual conflict, conflict with 
everyone, and diseases will appear. If we believe in wifi, why don’t we believe in 
our connection. I am an indigenous person of recent contact, I am not literate, 
but my science, my education has always worked and that’s how I communicate 
with the people of my village through ancestral spiritual technology” – Time’i 
Awaete Assurini do Xingu.

https://www.youtube.com/watch?v=mXW9HbKF_5E&t=2s
https://www.youtube.com/watch?v=mXW9HbKF_5E&t=2s
https://www.youtube.com/watch?v=mXW9HbKF_5E&t=2s
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c.	 The proliferation of campaigns and lawsuits against discriminatory technologies

In the face of the advancement of the acquisition and implementation of initiatives based 
on artificial intelligence technologies – often without popular participation in decision-making 
processes – efforts to contest public investment in certain technosolutionist projects also gain 
prominence and impact.

In Brazil, experts point out that a growing movement has emerged advocating for the ban on 
facial recognition technology. This movement includes various campaigns and projects, such 
as open letters addressed to both public and private sectors (#TireMeuRostoDaSuaMira), pe-
titions opposing specific implementations (#SemCâmeraNaMinhaCara), and legislative efforts 
at the municipal and state levels to restrict the use of these technologies by the government 
(#SaiDaMinhaCara). These national initiatives have been largely driven by the expansion of fa-
cial recognition technologies and the resulting negative externalities, including false positives, 
security incidents, and planned obsolescence. Additionally, Black activists and researchers have 
increasingly denounced the algorithmic racism inherent in these surveillance systems, further 
fueling the push for legislative and social action.

Civil society organizations have been working through various channels to address the chal-
lenges posed by facial recognition technology. While legislative efforts in Europe and the U.S. 
have made some headway–often focusing on specific uses or cities–Brazil has seen significant 
successes through legal actions and government interventions. For instance, after Idec raised 
concerns, the National Consumer Secretariat fined the clothing retailer Hering for using facial 
recognition without customers’ knowledge. Similarly, ViaQuatro, the operator of São Paulo’s 
yellow metro line, was condemned by the Court of Justice for capturing images of passengers 
while they watched advertisements. More recently, the judiciary in São Paulo temporarily halt-
ed for a couple months the installation of similar systems on several metro lines.

In 2023, after controversies, judicial challenges, a suspended bidding process, and much so-
cietal resistance, the São Paulo city government signed a contract worth R$ 588 million to 
install 20,000 cameras and a mass facial recognition system on the streets of the capital. Many 
experts argue that the bidding process should never have taken place, as such a project puts 
citizens’ privacy at risk and has questionable effectiveness in public safety.

The judiciary even temporarily suspended the Smart Sampa bidding process, in a class action 
lawsuit filed by the Feminist Bench in the City Council, but the decision was reversed a few 
days later. The process is still ongoing. Another action, this time filed by other entities, is also 
pending decision and seeks to block Smart Sampa through legal means.

https://www.scielo.br/j/cm/a/WRJ3C8mhhwnwQFcvFCz6NRf/abstract/?lang=en
https://tiremeurostodasuamira.org.br/
https://www.semcameranaminhacara.meurecife.org.br/
https://idec.org.br/release/parlamentares-de-todas-regioes-do-brasil-apresentam-projetos-de-lei-pelo-banimento-do
https://idec.org.br/noticia/apos-denuncia-do-idec-hering-e-condenada-por-uso-de-reconhecimento-facial
https://idec.org.br/noticia/apos-denuncia-do-idec-hering-e-condenada-por-uso-de-reconhecimento-facial
https://globalfreedomofexpression.columbia.edu/cases/the-case-of-sao-paulo-subway-facial-recognition-cameras/
https://www.intercept.com.br/2023/08/14/smart-sampa-denunciada-por-corrupcao-capturar-seu-rosto-em-sp
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d.	 In conclusion. The race for AI

It is worth noting that comprehensive AI legislations develop within a context of competition 
and rivalry among companies from a few countries, mainly the USA and China. In this sense, 
the year was marked by letters and statements from industry leaders hypocritically calling for a 
pause in AI development, under the sensationalist argument of “existential risk” to humanity. A 
pause they themselves would never implement. But in response to these letters, what followed 
was that these same industry leaders began to be directly consulted by the White House and 
other centers of power in the Global North for the drafting of regulations aimed at combating 
this so-called “existential risk”. Agreements and regulations, in turn, adopt industry terminology, 
using terms such as “safe”, “secure”, “trustworthy”, “ethical”, and “human-centered”.

Thus, environmental, labor, algorithmic bias, and cultural diversity issues are sidelined, as well 
as the risks of developing AIs solely from the perspective of the monopoly of Big Techs from 
the Global North. The lobbying of these companies, the theory of a remote existential risk, as 
well as the race to foster their respective national or regional industries, divert attention from 
these structural issues in regulatory focus, as highlighted in the letter published by researchers 
of the Global Majority.

https://www.wired.com/story/fast-forward-elon-musk-letter-pause-ai-development/
https://www.wired.com/story/fast-forward-elon-musk-letter-pause-ai-development/
https://www.theguardian.com/technology/2023/may/04/bernie-sanders-elon-musk-and-white-house-seeking-my-help-says-godfather-of-ai
https://www.freepress.net/sites/default/files/2023-05/global_coalition_open_letter_to_news_media_and_policymakers.pdf
https://www.freepress.net/sites/default/files/2023-05/global_coalition_open_letter_to_news_media_and_policymakers.pdf
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AI Governance for Latam: 
Mapping the Most Relevant 
Global and Regional Forums5

Prepared by Derechos Digitales

The forums discussing artificial intelligence (AI) governance are currently so numerous and 
diverse that, at times, they can feel overwhelming to those of us closely following the various 
activities or agendas where AI is discussed with the aim of agreeing on principles, norms, or 
technical standards and human rights applied to its design, deployment, operation, and uses.

However, not all forums and spaces have direct or immediate relevance to Latin America. From 
the myriad of forums discussing this topic, only a handful involve the states of our region, and 
therefore, they become relevant due to the commitments these states would assume and in 
which citizens and civil society could participate and scrutinize.

Here we focus on these spaces, in particular, on what happens in the G20, ECLAC, BRICS+, 
the OAS, and the most recent Intergovernmental Council for AI. However, we know that there 
are scenarios that can indirectly influence our states, such as what happens, for example, in 
the Council of Europe and its regulation of AI. But what about the secret spaces of bilateral 
AI regulation that we are losing sight of and that can indirectly influence the discussion at the 
regional and global levels?

a.	 AI Governance: All at Once Everywhere at the Same Time?

As we mentioned, there are other regulatory processes deliberately escaping public consensus. 
These are bilateral meetings between Big Tech and two specific countries: the United States 
and China, which, unlike countries in Latin America–and much of the world–not only consume 
AI systems but also produce them. The relevant agreements on the future of AI regulation and 
governance are happening there.

It is in these closed and non-transparent spaces, which therefore evade social scrutiny, where 
regulatory agreements emerge that should matter to us, perhaps as much or more than other 
discussions on regulation and governance taking place in the more well-known regional or 
global forums–of which we list only a few below.

For example, thanks to the press, we know that the U.S. government and Big Tech engage in 
dialogues in which the latter suggests how to be regulated–a discursive strategy that might 
make one believe they are ‘asking’ for regulation under the narrative of ‘existential risks,’ sug-
gesting urgency and concern, but disregarding the current and real harms associated with their 
products. A narrative that, fundamentally, seeks to instrumentalize decision-makers so that 
dominant actors in the digital ecosystem can impose their own agenda, which, to begin with, 
removes transparency from the equation with the public.

5	 Originally prepared and published on April 30, 2024. The original version can be found here:
	 https://www.alsur.lat/en/blog/ai-governance-latam-mapping-most-relevant-global-and-regional-forums-part-1

https://www.gp-digital.org/navigating-the-global-ai-governance-landscape/
https://www.europarl.europa.eu/topics/es/article/20230601STO93804/ley-de-ia-de-la-ue-primera-normativa-sobre-inteligencia-artificial
https://www.businessinsider.com/biden-whit-house-ai-big-tech-ceos-openai-google-2023-5#:~:text=White%20House%20officials%2C%20including%20Vice%20President%20Kamala%20Harris%2C,and%20OpenAI%2C%20per%20a%20White%20House%20fact%20sheet.
https://www.alsur.lat/en/blog/ai-governance-latam-mapping-most-relevant-global-and-regional-forums-p
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The relationship between Big Tech and China is even more opaque. In a recent news article 
published by the Financial Times FT on secret diplomacy between representatives of compa-
nies like OpenIA, Anthropic, or Cohere, and representatives of the Chinese government, they 
not only refused to comment on the issues discussed in these meetings, which, according to 
the article, included aspects related to the regulation of their products, but it is expected that 
the conversations will continue in the future to continue addressing the challenges of aligning 
AI systems with social codes and norms. From which country or countries? The article does not 
specify, but even there, the same narrative about ‘existential risks’ is maintained.

So, there are global and regional forums that turn a blind eye to discussions on AI governance 
that convene multiple parties and would allow other interests and rights at stake to be made 
visible and articulated–with greater or lesser obstacles, in any case. But perhaps not all discus-
sion forums are equally relevant, or perhaps not all deserve the same level of attention if what 
is sought, given the unease generated by their diversity and heterogeneity, is to prioritize and 
focus attention on those that are more critical due to their lack of openness and transparency.

Faced with scenarios of opaque and secret interaction in which the future of a technology with 
far-reaching impacts for the societies of the current and future world is discussed, what strat-
egies should be employed to make agreements between Big Tech and some states transparent, 
and how to open up such discussions to social participation? What counterweights can be 
imagined so that other values at stake are considered in bilateral decisions about the future of 
a critical technology?

For now, it is worth recognizing that forums and spaces open to dialogue–openness and par-
ticipation which in practice may be more or less criticizable–are numerous, but the few opaque 
and closed environments to social participation exert a relevant counterweight in the discus-
sion on AI governance.

b.	 Regional AI Governance Forums

Now, to have clarity on the relevant governance forums for Latin America, it must be said, in 
principle, that they are mostly facilitated by actors promoting the development agenda that 
seeks to prioritize the economic benefits stemming from the exploitation and production of AI 
systems with the aim of boosting the economy and labor market. Among these are the BRICS+, 
ECLAC, and the G20.

The BRICS+ is a group of developing countries seeking to counterbalance the G7 composed of 
Brazil, Russia, India, China, and South Africa, aiming to enhance cooperation among its members 
on AI matters and develop governance standards to “make AI technologies safer, reliable, control-
lable, and equitable.” The composition of this group, its working agenda, or the mechanisms for 
involving various interested parties have not been defined yet, which is expected to happen soon.

The Economic Commission for Latin America and the Caribbean (ECLAC) established a work-
ing group for AI within the eLAC agenda in 2022. The group is coordinated by the National AI 
Center of Chile and the Electronic Government and Information Society Agency of Uruguay 
(AGESIC). For now, its emphasis is on enabling conditions for the development and use of AI 
in LAC countries. This environment involves the states as protagonists and seems to facilitate 
spaces for socializing the results of the group’s work on AI with civil society, we’ll see.

https://www.ft.com/content/f87b693f-9ba3-4929-8b95-a296b0278021
https://dig.watch/updates/brics-members-announce-formation-of-ai-study-group
https://dig.watch/updates/brics-members-announce-formation-of-ai-study-group
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The G20 is a group of countries gathering the world’s largest economies, including Brazil, 
Argentina, and Mexico in the region. It has an AI working group whose agenda focuses on de-
velopment, capacity building, data governance, and infrastructure, among others. By 2024, the 
G20’s work is focused on various dimensions of sustainable development (economy, society, 
environment) and global governance reform. It is expected that the developments of the AI 
working group will be discussed and adopted at the Summit to be held in November, where 
states, academia, civil society, among others, participate.

As a counterbalance to the agenda focused on economic development, the Organization of 
American States (OAS) has generated two related instances conducive to discussing the reg-
ulation or governance of AI. The first, resulting from the order issued in 2023 by the General 
Assembly, entrusts the Secretariat of the organization with delineating a Latin American agen-
da dedicated to addressing emerging technologies in digital governments; and the second, 
associated with the commitments agreed upon at the 2022 Summit of the Americas, which 
sets the goal for member states to promote ethical and responsible use of AI, as well as respect 
for human rights and inclusive development. In parallel, within the OAS framework, an ad hoc 
group was created to address data governance and AI, whose task is to advance inter-American 
guidelines in this matter.

In this regional agenda, the Intergovernmental Council for AI also joins, resulting from the First 
Ministerial and High-Level Authorities Summit on AI Ethics for Latin America and the Caribbean, 
promoted by the CAF, UNESCO6, and the government of Chile. Its objective is to create a region-
al position in the discussions on AI regulation and governance that will take place at the United 
Nations this year. It remains to be seen what spaces for participation and open discussion will be 
provided there, in a process that has so far been characterized more by its impenetrability.

c.	 Global Forums

On a global scale, the array of discussion forums on this topic is extensive7, but it is worth 
mentioning what is happening at the United Nations through the work of its Secretariat and 
the Special Envoy on Technology, tasked with centralizing and coordinating interested parties 
in three processes within the Global Digital Compact and the high-level advisory body for AI.

The Global Digital Compact (GDC) aims to define the agenda of principles for an open, free, 
and secure digital future, including discussions on global AI governance among its content. 
In fact, to advance a proposal agenda, the GDC led to the establishment of the High-Level 
Advisory Board on AI, HLab.

The advisory body’s mission this year is to advance various recommendations for global AI gov-
ernance. Its initial proposal, published at the end of 2023, will be refined in a final draft to be 
released in August 2024. It is expected that its work will serve as input for the creation of an 
international agency for AI governance.

6	 UNESCO also plays a significant role both regionally and globally in promoting the adoption of its principles of ethics 
for AI. While we don’t delve into its role here, we acknowledge that it is a relevant actor in the ecosystem of discussions 
on AI regulation and governance.

7	 There’s the ‘Policy Network on AI’ of the Internet Governance Forum; the AI Working Group of the Freedom Online 
Coalition; the various AI working groups of the OECD, among others like the Council of Europe - whose regulation in 
the digital ecosystem often resonates in LAC due to the ‘Brussels effect’.

https://view.officeapps.live.com/op/view.aspx?src=https%3A%2F%2Fscm.oas.org%2Fdoc_public%2FSPANISH%2FHIST_23%2FAG08884S03.docx&wdOrigin=BROWSELINK
https://summit-americas.org/documentos_oficiales_ixsummit/CMBRS02292S02.pdf
https://www.redgealc.org/site/assets/files/16345/grupo_de_trabajo_ad-hoc_concept__f_publica.pdf
https://www.redgealc.org/site/assets/files/16345/grupo_de_trabajo_ad-hoc_concept__f_publica.pdf
https://www.minciencia.gob.cl/noticias/chile-es-elegido-para-liderar-propuesta-de-gobernanza-de-ia-en-america-latina/
https://www.un.org/techenvoy/content/ongoing-work
https://www.un.org/techenvoy/global-digital-compact
https://www.un.org/ai-advisory-body
https://www.un.org/ai-advisory-body
https://www.un.org/sites/un2.un.org/files/ai_advisory_body_interim_report.pdf
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Moreover, the Summit of the Future is a global event aiming to define operational strategies 
to address future challenges in 2024, including discussions on AI governance, of course. The 
agreements reached at the Summit will be captured in a Pact for the Future, the written agree-
ment resulting from multiple discussions that will also address the future of AI.

d.	 What to expect in the future

While the agendas of regional and global forums progress at varying paces and with objectives 
that sometimes overlap, we must not lose sight of legislative activity regarding AI in our coun-
tries. This activity is increasingly fast-paced and emerging not only in congresses or parliaments 
but also from various authorities and decision-makers: consumer protection and transparency 
authorities, the judiciary sector, among others.

It is in local-level legislative and public policy proposals that we can truly track and confirm the 
impact that the international agenda is having on approaches to AI regulation and governance. 
For example, we will need to see what impact the recent UN General Assembly Resolution on 
AI will have on multilateral regulation or governance, which, among other things, emphasizes 
the importance of advancing regulatory efforts with the participation of multiple stakeholders.

In the meantime, it is advisable to remain vigilant of the forums we have suggested here as the 
most relevant, and especially those others that are more critical and simultaneously take place 
away from public scrutiny.

https://www.un.org/en/summit-of-the-future
https://www.sernac.cl/portal/618/w3-article-64740.html
https://www.argentina.gob.ar/noticias/programa-de-transparencia-y-proteccion-de-datos-personales-en-el-uso-de-la-inteligencia
https://www.argentina.gob.ar/noticias/programa-de-transparencia-y-proteccion-de-datos-personales-en-el-uso-de-la-inteligencia
https://atos.cnj.jus.br/atos/detalhar/3429
https://documents.un.org/doc/undoc/ltd/n24/065/95/pdf/n2406595.pdf?token=Kh56S3SmaQF7kBFDLJ&fe=true
https://documents.un.org/doc/undoc/ltd/n24/065/95/pdf/n2406595.pdf?token=Kh56S3SmaQF7kBFDLJ&fe=true
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